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Abstract— In [1] we show how vehicles can opportunistically
exploit infrastructure through open Access Points (APs) to
efficiently communicate with other vehicles. We also highlight
the importance of the use of a correct mobility model, since the
advantages that may derive from the use of an infrastructure
may not be appreciated because of a the lack of accuracy.

We continue our study based on realistic vehicular mobility
traces of downtown Portland, Oregon, obtained from extremely
detailed large scale traffic simulations performed at the Los
Alamos National Laboratories (LANL). This mobility model
is used to evaluate both flat and opportunistic infrastructure
routing. We here build upon [1] and extend that work to: (a)
assess the impact of a range of mobility models on network
performance and; (b) discuss the performance trend we may
expect during the day, as urban mobility patterns change.

We here compare results obtained with CORSIM [2] traces
and Random Waypoint (RWP) [3] to the results obtained with
realistic mobility traces.

I. INTRODUCTION

The setup of the UCLA Campus Vehicular Testbed (CVeT)
[11], strongly motivates us in understanding the problems
connected to the deployment of a Vehicular Ad-Hoc Network
(VANET) with real traffic scenarios. The CVeT testbed will
be composed of vehicles with both “periodic” (e.g. buses) and
“random” (e.g. private cars) traffic patterns, thus stressing the
network performance. An insight on real mobility patterns
may already be drawn from a number of running testbeds
(e.g. DieselNet [12]), but most of these experiments are built
focusing on delay-tolerant application studies.

We here investigate the scenario where the great majority
of cars are capable to connect to the network, the Dedicated
Short Range Communications (DSRC) [10] initiative sets the
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path in that direction. We are interested in predicting the
performance of those applications that require a real-time and
a near real-time service. Infotainment applications, such as
video streaming [15], gaming and peer-to-peer [14], are the
expected first runners on a future vehicular grid.

The performance of a network, and, therefore of the ap-
plications that run on it, can heavily vary under different
traffic conditions. In [1] we show that CORSIM traces, with
a good level of detail, but with some lack of information in
building the traffic model, can produce traces that are distant,
in terms of network performance, from realistic traffic traces.
Network performance problems that may be seen running a
protocol on realistic mobility traces may not be appreciated
using less accurate traces. In general, results wildly change
from a mobility pattern to another.

A first vision of the role of the infrastructure in a vehicular
grid may be found in [7]. In [1] we extend that work in new
directions that aim to evaluate the feasibility of the vehicular
grid, both with and without infrastructure, studying the impact
of a realistic mobility model. We here produce a detailed
feasibility study for the deployment of a public VANET in
Portland, Oregon. We both evaluate the feasibility of a VANET
seen as the wireless extension of the Internet through open APs
and cars, and; compare the performance of routing protocols
under both RWP mobility, CORSIM traces and realistic vehic-
ular traces (LANL’s traces) at different times during the day.
Moreover, we aim to understand how CORSIM can be “tuned”
to match realistic traces in terms of communication protocols
assessment. Extensive work is available in both synthetic and
trace driven simulations, but to the best of our knowledge, this
is the first work that: (a) assesses, with realistic traces, the use
of a real open AP infrastructure as a VANET infrastructure
over a day long period (and, therefore, with very different
traffic patterns); (b) attempts to analyze, through realistic
traces, how a micro-simulator as CORSIM may be setup to
produce sound traces for protocol evaluation. To reach these
objectives, we use: (a) a realistic urban mobility model and;
(b) a realistic infrastructure. We find (a) in the TRANSIMS
mobility traces [6] and (b) in the open AP infrastructure of
downtown Portland [9]. TRANSIMS realistic traces are first
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Fig. 1. Street map of downtown Portland.

found, in a networking paper, in [8], where the authors asses
the performance of a large scale urban sensor network.

A number of mobility schemes, both trace driven (pro-
duced with a vehicular traffic simulator) and synthetic
(model/equation based), have been proposed in the past few
years. The availability of detailed street maps such as the
TIGER database [4] and of commercial and affordable ve-
hicular traffic micro-simulators such as CORSIM have driven
the transition from simplistic synthetic models such as RWP
and Constrained Random Waypoint (CRWP), to trace-driven,
closer-to-reality models.

The paper is organized as follows. In Section II we describe
the mobility models that are used in the paper. We then explain
the simulation setting that will be used in Section III, where the
results will be presented and commented. We finally conclude
in Section IV.

II. BACKGROUND

A. TRANSIMS Traces
We here build on the realistic traces drawn with TRAN-

SIMS, a large scale vehicular traffic parallel simulator, based
on activity flows.

An activity is the typical daily behavior of a household in
a certain area. This information is collected through surveys
and census data.

With this knowledge, it is possible to derive which are
the typical movement patterns. In fact, from a large scale
survey, it is possible to infer statistically sound schedules
for the population set, and hence for the vehicles (nodes). In
brief, the input to the simulator is the average behavior of a
neighborhood household. Business sections, for example, are
distinguished from residential areas, thus producing different
traffic patterns. The TRANSIMS micro-simulator leverages on
this information and builds a traffic model where the behavior
of one cell is influenced by the behavior of neighboring cells
(just as real traffic is). The simulator produces traffic traces
which are tied to the node activities (for example, this car left
home in a residential area at 6AM and got to the office across
town, in the business section, at 6:45AM following a specified
path).

B. CORSIM Traces
CORSIM is a vehicular traffic micro-simulator, which en-

ables us to produce our own vehicular traces. The CORSIM

simulator requires as an input: (a) a detailed map of the roads
in the area, including speed limits (we find this information
in the TIGER database); (b) the flow of cars per hour at each
road that is cut by the map edges; (c) yield and stop signs;
(d) traffic lights and their timing.

This micro-simulator is clearly not able to handle as many
vehicles as TRANSIMS, since it runs on a single CPU. It
also lacks activity information we don’t have in running the
simulations. The big advantage of using this tool is that we are
able to evaluate, from a communication network standpoint,
the effect of various levels of detail of the city map and of
traffic flows. The CORSIM traces we use in [1] lack of traffic
light timing information. Nevertheless, the average number of
nodes and the average speed over all cars is the same. The only
relevant difference, as may expected, is found in the average
stop time. We observed this difference heavily influences the
results in terms of delivery ratio, both with and without AP
infrastructure.

III. EVALUATION

A. Mobility Models Comparison: Simulation Setting

VANET simulations are run for 200 seconds on a 1 x 2 km
rectangle on the map. The area has the highest AP density we
found in Portland. It is highlighted in Fig. 1, located below
the river and between the river and the highway.

Simulations are run in Qualnet [13]. Each simulation is set
to end 10 seconds after the end of the last connection, so
that no packets are still traveling at the simulation end. In the
first 200 seconds timeframe, which starts at 7AM, we have
an average of 270 vehicles at each time, an average speed of
12.6 meters per second (mps) (45kmph) and an average car
stop time of 3.2 seconds. Starting at 8AM, there is an average
of 371 vehicles at each time, an average speed of 12.5mps
(45kmph) and an average stop time per car of 5.7 seconds.

We compare the delivery ratio as the fraction of sources
increases. Sources and sinks are chosen at random and are
initialized so that the fraction of active nodes remains constant
on average. Each source sends a 20 seconds 4kbps CBR
flow to a sink. 802.11b with auto-rate fallback is used at the
MAC layer and Qualnet’s two ray propagation model with
shadowing is selected to simulate the wireless channel. The
transmission power and the receiver sensitivity are set to reach
a maximum transmission range of 250 meters. Finally, we plot
the delivery ratio versus the average number of nodes that
transmit, as the number of transmitting nodes increases. The
graphs show the results obtained with up to 12% of nodes
behaving as sources (i.e. we will have up to 12% of nodes
sending and to 12% of nodes receiving in the area).

On such area we compare the performance of AODV [5]
with TRANSIMS mobility with its performance with (a)
CORSIM and; (b) RWP.

We will here show the results with two CORSIM runs.
The first run is compared with TRANSIMS traces at 7AM,
the second with TRANSIMS traces at 8AM. In both runs the
average number of nodes and the average speed is close to the
values at the same time of the day in TRANSIMS. The detailed
values at 7AM are 277 average nodes, 10.4mps average speed
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Fig. 2. 7AM and 8AM delivery ratio, with and without infrastructure, using
the TRANSIMS mobility traces, as the number of sources increases.

Fig. 3. 7AM and 8AM delivery ratio, with and without infrastructure, using
the RWP model, as the number of sources increases.

and an average stop time of 9 seconds. At 8AM the values
are 377 average nodes, 10.4mps and 9.5 seconds stop time.
In both runs we input the most relevant traffic lights in the
area and their timing. The traffic light timing is derived from
TRANSIMS. From one simulation to the other we change the
uniform number of cars per hour flowing at each input street.
At 7AM, at input streets on the map, we have an average flow
of incoming and outgoing 55 cars per hour. At 8AM this value
jumps to 85 cars per hour.

We finally compare the results with RWP mobility, where
we tune RWP to match the average number of nodes, the
average stop time and the average speed. For this reason we
create two RWP models, one which we compare to the 7AM
TRANSIMS run and one which we compare to the 8AM
TRANSIMS run.

At 7AM and at 8AM we are in two different phases just
before the rush hour. We can observe how results change with
different car densities. We build on such results and observe
the vehicular traffic trend in the area. In particular, we see how
the number of nodes and the average number of neighbors
influences the network’s performance. As in [1], we view the
effects of the opportunistic infrastructure on packet delivery
ratio.

B. Mobility Models Comparison: Flat Network

Figs. 2, 3 and 4 show the results in terms of delivery ratio for
AODV, at 7AM and 8AM, with the different mobility models.
As already observed in [1], under TRANSIMS mobility, at
8AM performance initiates an abrupt breakdown beyond 4% of
transmitting nodes. Overhead traffic congestion in this scenario
becomes an issue, this reaches the 60% of the total traffic load
in the network with the 12% of sources, thus collapsing the
network. On the other hand, with the 7AM mobility traces,
the breakdown point shifts to the 7% load point and beyond
performance degrades more smoothly. The average speed of
nodes in the two traces is very similar, clearly, the source of
performance degradation does not reside in a higher mobility
pattern. We then deduce that the reason of such different

Fig. 4. 7AM and 8AM delivery ratio, with and without infrastructure,
using the CORSIM mobility traces generated introducing traffic lights, as
the number of sources increases.

behavior mainly depends from the different density of cars
in the different areas of the map.

The most surprising point in this result is it’s similarity
with the result we show in [1] for CORSIM traces with no
traffic lights. We identified the performance breakdown with
TRANSIMS mobility to reside in the high density of cars in
certain areas of the map, due to vehicular traffic congestion.
Introducing traffic lights in CORSIM simulations we expected
to observe a similar breakdown pattern in delivery ratio for an
increasing traffic load. This does not happen. We infer that we
need to further refine CORSIM inputs to produce a mobility
model that presents the same effects as those observed with
TRANSIMS mobility.

RWP results are shown in Fig. 3, to complete this first com-
parison. Incredibly enough, RWP results are closer to TRAN-
SIMS results, than CORSIM results. Nevertheless, RWP may
not be considered representative for such type of study. With
RWP, the breakdown point shifts to 6% and the delivery ratio is
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overestimated as the load increases. Moreover, due to the lack
of topological information in RWP mobility, this similarity
may not be generalized to other cases. In general it has been
recognized that RWP poorly suites the need of foreseeing
network performance in VANETs.

C. Mobility Models Comparison: Opportunistic Infrastructure
The 11 APs, found in [9], are inserted in the area and

function as an infrastructure to the vehicular grid. We assume
APs are connected in a star network configuration, with infinite
bandwidth between them, so that changes in topology between
the APs may be considered in-influential on the routing of
packets between them. The assumption is consistent having
that the open APs are connected to the fiber-to-the-home
backbone, once packets are received by an AP they will flow
over the fiber backbone.

We implement a two level hierarchical routing scheme,
where the path between two endpoints (i.e. two cars) may
or may not traverse APs. The objective of the routing scheme
is to minimize the number of wireless hops traveled between
two nodes. If, for example, the scheme should choose between
two paths, where, say, the direct path (i.e. not including
an AP) is made of 6 wireless hops and the indirect path,
which involves AP traversal, includes 5 wireless hops, the
routing scheme would clearly opt for the indirect path. We will
then find two types of routes, the first type totally wireless,
the second type wireless-wired-wireless. No wireless-wired-
wireless-wired-wireless situation will be found, because of the
infinite bandwidth assumption between two APs.

The heuristic rule we implement in the higher hierarchy
level is to minimize the wireless distance traveled in a route.
We here assume that a source knows the geographic coordi-
nates of the destination and of the APs in the area and can
therefore decide which is the best path (i.e. which may or not
involve AP traversal) based on Euclidean distances.

At the lower hierarchy level we keep using AODV, which
will attempt to find the shortest path by choosing the fastest
return path. Based on the decision taken at the higher hierarchy
level packet will flow, either directly from source to destination
or from source node to AP1 and from AP2 to destination node.

Our previous work [1] shows that the opportunistic AP
infrastructure can improve the performance of the vehicular
grid. In that work we also show that, for the 8AM case, this
improvement may have not been foreseen by using CORSIM
traces produced with limited traffic and signaling information.

At 8AM, with TRANSIMS mobility, by simply exploiting
open APs, the performance of the vehicular grid improves
(from 70% to 90% of delivered packets) and the percentage
of supported connections doubles (from 4% to 8% limit). At
7AM the performance improvement, in Figs. 2, confirms what
observed at 8AM. By utilizing APs 10% of cars are able
to transmit (i.e. 20% are involved in a communication) and
delivery ratio ranges between 80% and 90%.

At 8AM the vehicular grid presents a higher density of cars
(i.e. 100 more cars in the same area) and an almost twice
average stop time (i.e. 5.6 vs. 3.2 seconds) than at 7AM, thus
enabling cars to exploit the open AP infrastructure for longer
periods.

Little changes are observed in using the open AP infras-
tructure in CORSIM, as may be seen in Fig. 4, for low loads.
While we may have expected this to happen with no traffic
lights, as we see it happens in [1], we would have expected
a different behavior in this simulation, where traffic lights
are introduced. With higher loads we see a 15% shift in
performance, both at 7AM and at 8AM. Even if far from
foreseeing the network breakdown point and the performance
shift with APs, this result shows that it is beneficial to exploit
stop times at traffic lights as the network load increases.

RWP again proves to be a better performance predictor
than CORSIM with traffic lights, in the sense that foresees a
performance improvement at both low and high loads. As for
the flat network configuration, the performance improvement
is more than what we can observe with TRANSIMS.

D. Discussion
In this section we build on the results from the previous

sections in order to understand what is the expected behavior
of the network on a longer timeframe. We have examined two
200 seconds timeframes up to this point, one at 7AM and one
at 8AM, but we did not give any insight on the trend we may
expect during the day.

First of all, we observe from Figs. 5 and 6, which represent
the probability density functions for inter-contact time between
two nodes, that the vehicular grid is typically well connected.
Both graphs are saying that there is more the 90% the
probability that a node will discover a new neighbor within
one second at each time. We remind that in the examined
area we have an average of 277 and 371 cars in the two time
frames.

Fig. 7, derived from TRANSIMS mobility traces between
12:00PM and 6:00PM. Between 12:00PM and 2:45PM we
have a total number of cars that resembles the amount we
observed at 7AM and at 8AM. After 2:45PM the total number
of cars in the area and the average number of neighbors per
node steeply increases. We can then expect that the inter-
contact time for a car traveling in the area after 2:45PM will
be lower than the inter-contact time we can infer from Figs.
5 and 6. With this simple analysis it is clear that connectivity
will never be an issue.

Figs. 7 and 8 show that the number of cars radically
increase, the average speed in the area decreases and the
fraction of static cars tends to one. As we may have expected
simply driving around an average american city, heavy traffic
jams build up. In a heavy traffic jam situation the network may
be modeled as a static network. We therefore find that the most
interesting timeframes to study, from a mobility model point
of view, are those where we can still observe vehicular traffic
mobility.

We may summarize the result of this section as follows: (a)
a correct model of traffic flows is important, mobility models
should go beyond matching the average values of traffic which
prove to be poor predictors for the breakdown point of the
network and the effect of open APs; (b) in long timeframes
during the day (i.e. rush hours), the vehicular grid becomes
static and so we may focus our attention, from a mobility
model point of view, to shorter periods in the day.
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Fig. 5. Inter-contact time, in TRANSIMS mobility traces, at 7AM. Fig. 6. Inter-contact time, in TRANSIMS mobility traces, at 8AM.

Fig. 7. Total number of cars and average number of neighbors per car,
between 12:00PM and 6:00PM, in the 1 x 2 km Portland area.

Fig. 8. Average car speed and fraction of static cars, between 12:00PM
and 6:00PM, in the 1 x 2 km Portland area.

IV. CONCLUSION

This paper aims at giving an understanding of how a
vehicular network could be setup starting from an existing
infrastructure. We build on expand the work presented in
[1] and show the effects of different mobility models and of
different timeframes during the day on network performance.
In particular, we consider a realistic case and examine a typical
7AM and 8AM traffic scenario in downtown Portland.

We confirm that open APs can and should be exploited and
provide unexpected results. Performance improvements may
be observed in both 7AM and 8AM results and we can foresee
that as traffic congestion builds up, the importance of the role
played by the AP infrastructure increases.

Synthetic models such as RWP are far from realism and
bad performance predictors, for this reason part of our work
goes in the direction of producing accurate CORSIM traces
that may benefit the simulation of a realistic VANET. There
are still some steps to take in this direction and are part of the
future work in our research.
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